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Introduction

Scene Representation

Transformer (SRT) |
Transformer-based method for NVS. e
¢ Inputimages are encoded into Set-Latent 8
Scene Representation (SLSR) through a g
self-attention transformer o —
e Novel views are rendered through decoder nput Views Scenessglrf;:ga i Novel Target Views

transformer that cross-attends from target
pose into SLSR

(SLSR)

Limitations Benefits of Invariants

SRT uses first input view as the reference view as a global @ No flickering when just order of input frames

coordinate frame, i.e. all camera poses are transformed is changed
w.r.t. reference view e More effective design

e Opens use of SRT on large-scale scenes

=> SRT's SLSR is not symmetric to the (arbitrary) choice of
the reference view

Results

e RePAST is by design invariant to the global camera poses transformation
e PSNR for RePAST is slightly higher than for SRT despite the introduction of the new invariance
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= | +PSNR  +SSIM | LPIPS

2 SRT [12] 2461 0784 0223
RePAST 2489 0794  0.202
RePAST-B 2471  0.788 0211
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Quantitative results — RePAST modestly
improves over SRT across all metrics. Removing
the relative camera injection in the Decoder
(RePAST-B) leads to slightly lower quality.
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We propose the novel Relative Pose Attention (RePA) Q X; y(II(r,;,C,)) Lin. [—
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e RePA enables us to capture dependency in camera 2 X, e, |
| | \ J — —/

space of the key
e RePA is used in both the Encoder and the Decoder
e RePAST is SRT with RePA attention

Both query and keys are augmented with their pose
relative to the camera belonging to the key token.
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RePAST Encoder Layer — Each SLSR token i N é , é
selfattends into all other tokens using L E ReFa I A e W) [ mp |- @~
RePA. As in SRT's vanilla self-attention, : Global

softmax layers are computed globally over  SoftMax

all tokens. -] x, m RePA I M,;A J_. _{ LN IMLP ]_. N
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RePAST Decoder Layer — The decoder is /

similar to the encoder layers. Instead of RN { LN ‘ - R J_.g,)__[ LN I MLP ]_.é»

self-attention, the target view queries Y
cross-attend into the SLSR using RePA. The
N decoding streams interact through the

Sialaiaing LN RePA MHA — LN MLP -F--*
global softmax, and the results are averaged V' CI A ] ﬁ) —[ I ]_'%}

for a final MLP (not shown here) to produce _ /
the target RGB color.

Conclusion

e We propose RePA to make SRT invariant to the global transformations of camera
space.

e RePAST is natural extension to SRT, while it is invariant to the order of the input
cameras or the arbitrary choice of a particular reference frame.

e RePAST is a step towards applying SRT to large-scale scenes.




