
Results

- Finetuning both the pre-trained encoder and decoder
- On par with state of the art methods without task-specific design

 

Binocular Downstream Tasks

Relative pose estimation on 7-scenes

A Novel Pretext Task for 3D vision

Ablations
Masking ratio: 90% performs best on all downstream tasks

Viewpoint change between images is important

CroCo Architecture and Pre-training

Optical flow on MPI Sintel

Qualitative visualizations

- Masked image modeling (like MAE), but conditioned on a reference view
- Implicitly learns 3D geometry to solve the task

Cross-view Completion (CroCo)

Monocular Downstream Tasks

- Finetuning the pre-trained encoder
- Comparison with DINO, MAE, MultiMAE pre-trainings

compares favorably on geometric tasks

small performance drop on semantic tasks

CroCoGT

pre-training data: 2M synthetic pairs of indoor scenes generated using Habitat-Sim

See [Improved Cross-view Completion Pre-training for Stereo Matching and 
Optical Flow, Weinzaepfel et al., arXiv'22] for details

KITTI 2015

Stereo matching estimation on KITTI and ETH3D

Left Image Right Image CroCo

ETH3D

Cross-view Completion on validation scenes


