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Introduction

LAR achieves state-of-the-art results across three different 3D
grounding benchmarks, which do not rely on extra training data, by a
large margin, i.e., 5.0%, 1.9% and 2.3% on Nr3D, Sr3D and

The 3D visual grounding task has been explored with visual and
language streams comprehending referential language to identify
target objects in 3D scenes. However, most existing methods devote
the visual stream to capturing the 3D visual clues using off-the-shelf
point clouds encoders. The main question we address in this paper
IS “can we consolidate the 3D visual stream by 2D clues synthesized
from point clouds and efficiently utilize them in training and testing”?”.

ScanRefer, respectively. Hence, despite the unfair comparison with
SAT, which uses extra 2D images, LAR surpasses SAT by 1.6%,
2.7%, and 2.3% on Nr3D, Sr3D, and ScanRefer, respectively.

Method Additional Nr3D
The main idea is to assist the 3D encoder by incorporating rich 2D Input  “50call(o) Easy Hard View-dep. View-indep.
object representations without requiring extra 2D inputs. To this end, $efer(13t3_rc>1 [é?]GNN - gggg ﬁgg %gg gggg g;ég
. . ext-Uuided- S A% 2% 0% .O% V%
we leverage 2D clues, synthetically generated from 3D point clouds, InstanceRefer [S8] S, 388%  46.0% 318% 345%  41.9%
and empirically show their aptitude to boost the quality of the Simplified overview of our 2D Synthetic Images Generator (SIG) ggsgf_f;f;;j;’;g;;j;;g] e et Y T e
learned visual representations. module. First, we determine the prominent face of each object w.r.t the FFL-3DOG [12] 417%  482% 350% 37.1%  447%
_ _ TransRefer3D [13] 42 .1% 48.5% 36.0% 36.5% 44 9%
scene center. Then, the camera is located at a distance d f from that LanguageRefer [37] 439% 51.0% 36.6% 41.7% 45.0%
face and at a distance d up from the room’s floor. Finally, we randomly ?X%“[Ssﬁ [52] 2Dy A s I
extend the region of interest by e. SAT 1 [52] 2D 1mg 473% 558% 41.4% 46.9% 50.4%
LAR (Ours) - 48.9%+0.2 58.4% 42.3% 47.4% 52.1%
Niotiad Adfl;;i[?tnal Sr3D
- - - - - - O (o) Eas Hard View-dep. View-indep.
Refer: Visiolinguistic Transformer youo) Pasy Hed Viewdep. View indep
Referlt3D [2] 40.8% 44.7% 31.5% 39.2% 40.8%
- Text-Guided-GNNs [17] - 45.0% 48.5% 369% 45.8% 45.0%
ArChlteCtu re InstanceRefer [58] Sp(_. 48.0% 51.1% 40.5% 45.4% 48.1%
"If you stand at the door, the chair ggsiifl:[{ansformer [1] - 47.0% 50.7% 38.3% 44.3% 47.1%
is at the table closest to you. It is -Transformer [59] 51.4% 542% 449%  44.6% 51.7%
the chair on the right." a—— V&I FFL-3DOG [12] . . - - -
. Cs. D—>Z :j Ref. ) TransRefer3D [13] 57.4% 60.5% 50.2%  49.9% 57.7%
e — LanguageRefer [37] 56.0% 589% 49.3%  49.2% 56.3%
= Non-SAT [52] . 43.9% ) i i _
pu— “3p SAT [52] 2D1.,,,g 57.9% 61.2 50.0 492 58.3
— A i' Ref. ' SAT § [52] QDI.,,,g 56.6% 60.6% 49.7%  48.7% 57.4%
> 20 Encoder Nread/ LAR (Ours) : 59.35%+0.1 63.0% 512% 50.0% 59.1%
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"This is a set of three
windows high up in
the kitchen"
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The towel hanging closest to the mirror

Facing the row of 4 chairs, it's furthest left




