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TLDR:  We introduce NerfDiff for single-image view 
synthesis, which combines NeRF with a 3D-aware 
conditional diffusion model (CDM) 

Quantitative Results

Task: Single-image View Synthesis 
Given a single unposed image, our goal is to create a 3D 
representation which is 1). consistent with the input image 
and 2). plausibly synthesizes sharp details behind 
occlusions. These two are often at odds with another, 
making the task extremely challenging. 

Architecture 
Using a UNet, we first map an input image to a camera-
aligned triplane-based NeRF representation. This triplane 
efficiently conditions volume rendering from a target 
view, resulting in an initial rendering. This rendering 
conditions the diffusion process so the CDM can 
consistently denoise at that target pose.

Training stage: 
We first learn the single-image NeRF and 2D CDM which 
is conditioned on the single-image NeRF renderings. 

NeRF-guided distillation 
The core of our algorithm distills the knowledge of a 3D-
aware CDM into the single-image NeRF from multiple 
virtual views for generating high-quality images. In the 
meantime, the multi-view diffusion process is guided by 
the NeRF representation to preserve 3D consistency of 
the diffusion. The details of the algorithm is shown 
below:

Links

Paper: https://arxiv.org/abs/2302.10109 
Project Page: https://jiataogu.me/nerfdiff/
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Qualitative Results

Problems with Existing Methods 
Existing methods usually rely on one of two mechanisms. 
In the first, points are projected to the image plane where 
local image features can be gathered to condition the 
NeRF (see pixelNeRF, VisionNeRF, GRF). Under severe 
occlusion, these features have no informative about 
occluded scene content. In the second mechanism, a 
global latent code is optimized based on the input image 
(see AutoRF, SRNs, CodeNeRF). The global bottleneck 
often hinders rendering sharp details even near the input.  

Fine-tuning stage: 
At test time, we use the learned network parameters to 
predict an initial NeRF representation for fine-tuning. The 
NeRF-guided denoised images from the frozen CDM then 
supervise the NeRF in-turn (right).

Overview 
We simultaneously train a single-image NeRF model 
which predicts a triplane from an input image and a CDM 
which is conditioned on these renderings. At test-time, 
given a single image, we utilize the sharp CDM outputs to 
fine-tune the NeRF at multiple virtual cameras, 
effectively inferring behind occlusions. 
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