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Input:    Calibrated sets of 2D images. 
Output: Unwrapped texture and 3D mesh for each frame.
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This dataset consists of recordings of the faces of 13 
identities, each captured in a multi-view [1] capture 
stage with Mugsy [2], while performing various facial 
expressions by following through scripts that cover 
peak expressions, range of motions, gaze fixations, 
and phonetically balanced sentences.  A VAE model 
[4] that allows for nonlinear interpolation over 
continuous view angles and expressions is provided.

For each identity, we provide captured images from 
each camera view at a resolution of 2048 × 1334 
pixels, metadata including intrinsic and extrinsic 
camera calibrations, audio, and processed artifacts 
such as tracked meshes, headposes, unwrapped 
textures at 1024 × 1024 pixels which come from 
Genesis [3] process.
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Novel expression and view 
angles can be provided at 

testing time for interpolation. 
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